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Pulsar Wind Nebulae

PWN

SNR PULSAR

PWNe are hot bubbles  of relativistic 
particles and magnetic field emitting 
non-thermal radiation.           

Galactic accelerators. The only place 
where we can study the properties of 
relativistic shocks (as in GRBs and 
AGNs)

Allow us to investigate the dynamics 
of relativistic outflows

Arcetri: Bucciantini, Bandiera, Amato.
UniFi: Del Zanna, Olmi.      
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PWNe beyond PWNe

PWNe are prototypical example of the interaction of a relativistic outflow with the 
confining environment:
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PWNe beyond PWNe

PWNe are prototypical example of the interaction of a relativistic outflow with the 
confining environment:

Dynamics of Interaction (instabilities, role of magnetic field, efficiency of 
confinement, etc...).

Acceleration processes: amplification of magnetic field at shocks, origin of 
non-thermal particles, efficiency of acceleration hard vs soft distributions. 

Engine signatures: energy outflow and collimation, signature of leptons and 
hadrons, pair creation processes in the magnetospheres of compact 
objects
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Magnetar Wind 
Nebulae in the 

millisecond magnetar 
model for L/S GRBS

PWNe shock as 
typical relativistic 

shock accelerators 
(GRBS /AGNs)

PWNe as antimatter 
reservoirs/factories int 
he galaxy (PAMELA 

positron excess)
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Going Beyond 2D
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• In the past 10 years the main focus on PWNe 
modeling has been the attempt to reproduce 
the jet-torus morphology observed in X-rays
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Going Beyond 2D
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• In the past 10 years the main focus on PWNe 
modeling has been the attempt to reproduce 
the jet-torus morphology observed in X-rays

Del Zanna et al. 2004

• Ability to model the outflow properties of 
oblique rotators in accord with FE 
simulations
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Comparison with Observations

Main torus
Inner ring (wisps structure)
Knot
Back side of the inner ring

Each feature traces an emitting region

Knot

Ring

Torus
Hester et al. 1995 Komissarov & Lyubarky 2004

Del Zanna et al.
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3D vs 2D
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L50 O. Porth, S. S. Komissarov and R. Keppens

Figure 2. Left-hand panel: 3D rendering of the magnetic field structure in the model with σ 0 = 3 at t ! 70 yr after the start of the simulation. Magnetic field
lines are integrated from sample points starting at r = 3 × 1017cm. Colours indicate the dominating field component, blue for toroidal and red for poloidal.
Right-hand panel: azimuthally averaged ᾱ ≡ 〈B2

p/B2〉φ for the same model.

inside towards the wind origin, reflecting the artificial nature of our
initial configuration. Soon after, it re-bounces and begins to expand
at a much slower rate, gradually approaching its asymptotic self-
similar position (Rees & Gunn 1974). For an unmagnetized wind,
σ 0 = 0, its equatorial radius at this stage evolves as
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where vn is the expansion rate of the PWN and t is the time since the
start of the simulations. One can see that the time-scale of transition
to the self-similar expansion is ∼ri/vi, which is !210yr for the
parameters of our simulations. We do not yet fully reach the self-
similar phase in 3D simulations and hence use this solution as a
reference.

The simulations are performed with MPI-AMRVAC (Keppens et al.
2012), solving the set of special relativistic MHD conservation laws
in Cartesian geometry. We employ a cubic domain with edge length
of 2 × 1019cm, large enough to contain today’s Crab nebula. Out-
flow boundary conditions allow plasma to leave the simulation box.
The adaptive mesh refinement starts at a base level of 643 cells and
is used to resolve the expanding nebula bubble with a cell size of
$x = 1.95 × 1016cm (on the fifth level). Special action is taken to
properly resolve the termination shock and the flow near the origin.
To this end, additional grid levels centred on the termination shock
are automatically activated, depending on the shock size. For the
simulations shown here, the shock is thus resolved by 3–4 extra
grid levels (resulting in 8–9 levels in total) on which we employ
a more robust minmod reconstruction in combination with Lax–
Friedrich flux splitting. 2D comparison simulations are performed
with equivalent numerical setup and differ only in the use of cylin-
drical coordinates in the r, z plane.

3 R ESULTS

In basic agreement with the simulations by Mizuno et al. (2011),
the highly organized coaxial configuration of magnetic field, char-
acteristic of previous 2D simulations of PWN, is largely destroyed

in our 3D models. However, the azimuthal component is still dom-
inant in the vicinity of the termination shock, in the region roughly
corresponding to Crab’s torus (see Fig. 2), which is filled mainly
with ‘fresh’ plasma which is just on its way from the termination
shock to the main body of the nebula. As we have pointed out in
Section 1, the emission of this plasma could be behind the strong
polarization observed in the central region of the Crab nebula. This
figure also shows predominantly poloidal magnetic field in the out-
skirts of PWN, close to the equator. However, the magnetic field is
rather weak in this region.

Also in agreement with Mizuno et al. (2011), the total pressure
distribution of our 3D solutions is much more uniform compared
to 2D solutions of the same problem. As a result, the expansion of
PWN in 3D is more or less isotropic, whereas in 2D the artificially
enhanced axial compression due to the magnetic hoop stress pro-
motes notably faster expansion in the polar direction. As one can
see in Fig. 3, by the end of the simulations, the 2D solution with
σ 0 = 3 begins to exhibit a jet breakout, similar to those observed
in the earlier 2D simulations of highly magnetized young PWN
of magnetars (Bucciantini et al. 2007, 2008), with application to
gamma-ray bursts.

Fig. 4 shows the evolution of the equatorial radius of the ter-
mination shock with time in all our simulations together with the
analytical prediction from equation (8). We anticipated that in 3D
the shock radius turns out to be similar to that given by the analytical
model for unmagnetized wind, as this was suggested in Begelman
(1998). This is indeed the case, but Fig. 4 also shows that the size of
the termination shock exhibits only a weak dependence on the initial
magnetization σ 0, once σ 0 ≥ 1. However, we also expected to find
a much smaller shock radius in 2D simulations, as their symme-
try prevents the development of the key process in the Begelman’s
theory, the kink instability. What we have actually found is that,
although in our 2D simulations the shock radius is indeed smaller,
the difference is not dramatic.

An explanation for this result is suggested by Fig. 5, which shows
the ratio of magnetic to thermal energy of simulated PWN in our
numerical models. One can see that, not only do our 3D solutions
exhibit significant magnetic dissipation, which agrees with Mizuno
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3D allows for higher 
magnetizations

Inner region still 
axisymmetric 

 Torus-Jet

Weaker jet and 
polarization
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3D Simulations
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Olmi et al. (in prep)
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3D Simulations
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Jet dominated 
systems?

Olmi et al. (in prep)
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Acceleration at the TS
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1548 SIRONI & SPITKOVSKY Vol. 698

Figure 21. Comparison of downstream particle spectra at time ωpt = 9000 among different geometries of the upstream background magnetic field: (a) for fixed
magnetic obliquity θ = 15◦, magnetic field lying either in the simulation plane (black) or in a plane perpendicular to the simulation plane (red); (b) for fixed magnetic
obliquity θ = 30◦, 2D simulations with either in-plane (black) or out-of-plane (red) magnetic field and a 3D run (green).
(A color version of this figure is available in the online journal.)

Figure 22. Time evolution of downstream particle spectra for different obliquities, across the boundary θcrit ≈ 34◦ between subluminal and superluminal shocks:
θ = 28◦ (violet), 30◦ (red), 31◦ (black), 32◦ (blue), 35◦ (green), and 45◦ (yellow). The subpanels (a)–(c) in the last panel show at time ωpt = 9000 the power-law
slope of the suprathermal tail and the fraction of particles and energy stored in the tail, as a function of the obliquity angle θ . The thin blue line in the bottom right
panel shows the particle spectrum for θ = 32◦ at ωpt = 13,500.
(A color version of this figure is available in the online journal.)

ωpt = 13500 (the thin blue line in the bottom right panel of
Figure 22) corresponds to the onset of efficient SDA. In re-
sponse to the increased acceleration efficiency, the peak of the
low-energy Maxwellian shifts to lower temperatures.

Since the positive feedback required for the onset of efficient
SDA relies on upstream waves triggered by the returning par-
ticles, we expect that in superluminal shocks, where particles
are not able to return upstream along the magnetic field, accel-
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Spitkovsky 2006

Diffusive Fermi Process shown to 
work only for small magnetization - 
soft spectrum

6

Fig. 3.— Internal structure of the flow at !

p

t = 3750, for � = 640 c/!
p

, � = 10, and ↵ = 0.1, zooming in on a region around the shock,
as delimited by the vertical dashed red lines in Fig. 2(a). The hydrodynamic shock is located at x ' 1000 c/!

p

, and the fast MHD shock
at x ' 2600 c/!

p

. The following quantities are plotted: (a) 2D plot in the simulation plane of the particle number density, in units of the
upstream value, with contours showing the magnetic field lines; (b) 2D plot of the magnetic energy fraction ✏B ⌘ B

2

/8⇡�
0

mnc0c
2; (c)

2D plot of the di↵erence ✏B � ✏E , where the electric energy fraction is ✏E ⌘ E

2

/8⇡�
0

mnc0c
2; (d) 2D plot of the mean kinetic energy per

particle, in units of the bulk energy at injection; (e)-(f) particle energy spectra, at di↵erent locations across the flow, respectively outside
(panel (e)) or inside (panel (f)) of current sheets. The color of each spectrum matches the color of the corresponding arrow at the bottom
of panel (d), showing where the spectrum is computed. The dotted line in panel (e) is a Maxwellian with the same average energy as the
downstream particles; the dashed lines in panels (e) and (f) indicate a power-law distribution with slope p = 1.4.

We point out that the picture described above rep-
resents accurately the long-term behavior of the shock.
In particular, the distance between the fast and the hy-
drodynamic shock (' 1600 c/!

p

in Figs. 2 and 3) stays
approximately constant in time (see Appendix B). The
hydrodynamic shock moves with �

sh

' 1/3, and the fast
MHD shock remains far enough ahead of the main shock
such that to guarantee that reconnection islands will fill
the space between neighboring current sheets, by the
time the flow enters the hydrodynamic shock. For a fixed
reconnection rate, this implies that the distance between

the fast and the hydrodynamic shock will scale linearly
with the stripe wavelength (as will the size of reconnec-
tion islands just ahead of the main shock), a prediction
that we have directly verified in our simulations.
Finally, we refer to Appendix A for a detailed discus-

sion of the di↵erences between our 2D results and the
1D simulations presented by Pétri & Lyubarsky (2007).
As apparent in Fig. 3, the process of island coales-
cence, which is essential for the formation of the hy-
drodynamic shock, can be captured correctly only with
multi-dimensional simulations. Indeed, for the parame-

Sironi & Spitkovsky 2008

Reconnection likely to work of higher 
magnetization (but constraints on 
multiplicity - Hard spectrum can be obtained

PWNe are the only place where 
we can with “some confidence” 
connect a position at the shock to 
an given regime in the outflow
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Imaging the Wind
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Wisp properties are 
wavelength dependent

Do wisps trace different 
injection condition at the 
shock?

xxxxxxxxxxxxxxxxxx     
6 T. Schweizer et al.

Figure 6. The radial positions of the wisp peaks as a function
of time. Red and blue are used to indicate an optical or an X-ray
wisp respectively. The symbols are the as in same as in Fig. 5.

observation took place at any time within the 10 day interval
the data were included as a column in the figure. For short
gaps in the time sequence, we performed a linear average of
the closest columns that contain data. Thus, if there was a
two column gap, we would add two thirds of the previous
observation to one third of the following observation to fill
in the first missing column. For the second missing column,
the weights were reversed. If the wisps in two data sets over-
lap, this method will cause the wisp to appear to move from
the location in the first data set to the location seen in the
second across the gap. If the features do not overlap, then
features in the first data set will appear to fade as new fea-
tures appear to grow. We have determined that the gap in
the summer break is too long for our interpolation method
to work and thus they are empty.

All the features seen in Fig. 5 can also be seen pictori-
ally in Fig. 7. Note that the width of neighboring peaks in
the X-ray and optical do not appear to be correlated. In the
X-ray portion of Fig. 7 we also see the slow outward motion
of the outer boundary where the color changes from green to
blue. This boundary is close to 2000 from the pulsar for the
earliest observations, yet moves to near 2500 by the end of
the sequence. This outward motion of the boundary roughly
matches the apparent outward motion of the brighter wisps.
Finally, some X-ray peaks do not appear to have nearby
optical companion. As a conclusion we can state that the
positions of the optical wisps do not align with the posi-
tions of the X-ray wisps. That would seem to imply that the
individual evolution of optical and X-ray wisps are di↵erent.
Fig. 7 also makes it clear that new wisps form in the inner
region roughly once per year.

3.3 Analysis of the azimuthal profile of the wisps

Good statistics for the optical data allow us to measure the
azimuthal intensity profile for each observation. The wisps
have an ellipse-like shape in the azimuthal direction around
the pulsar, presumably because they are formed in a ring
more or less in the equatorial plane of the pulsar. In X-rays
one finds that the aspect ratio of the innermost ellipse (the

Figure 7. The two panels compare the radial evolution of the
optical (upper panel) and X-ray (lower panel) wisps. For clarity,
data were interpolated between observations but not across the
large gaps imposed by sun constraints. The unit for the color
scale are µJ/arcsec2 for the upper panel and counts for the lower
panel.

Figure 8. The azimuthal distributions of two optical wisps ob-
served on the 13th of April 2011 at distances of 8.000 and 10.100

from the pulsar. The angle is the azimuthal angle of the depro-
jected ellipse. Zero degrees was set by the peak of the distribution.

c
� 2012 RAS, MNRAS 000, 1–11

Optical

X-rays

Schweitzer et al. 2013
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II(Case   ) II(Case   )

Figure 5. Radial position of the local intensity maxima as a function of time under case II hypothesis. On
the left, different possibilities for the injection of radio particles are shown. Stars and diamonds represent,
respectively, polar and equatorial injection. On the left side, the same cases are shown for X-ray particles:
violet crosses are used for polar injection and light blue circles for equatorial one.

III(Case    ) III(Case    )

Figure 6. As in Fig. 5, different possibilities of injection of radio and X-ray particles are shown as plots of
the radial position of local intensity maxima as function of time. On the left side, radio particles are injected
in a narrow equatorial zone (diamonds) or in the opposite wide polar one (stars). On the right side, X-ray
particles are injected in a wide polar region (crosses) or in the complementary equatorial one (circles).

zone, where magnetization can be lowered enough by dissipation to allow this mechanism to be

viable.

On the other hand, strong constraints on radio emission are again difficult to draw. The only

case that can be easily excluded is the one in which radio particles are injected in a narrow

polar cone. Moreover, In order to have non coincident wisp at the different wavelengths, radio

particles must be accelerated elsewhere than X-ray ones. The remaining possibilities are thus

that acceleration happens in a wider equatorial region or in the complementary polar zone, where

conditions for driven magnetic reconnection to be active might be locally satisfied.

3.3. Magnetic dissipation and reconnection processes in the wind

———————————————————————————-

——————– Risultati da paper Luca 2016 ————————–

———————————————————————————-

Different wisps structure for 
different injection (Polar vs 
Equatorial)

Olmi et al. 2015
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Ahead....

How do PWNe evolve? What is the role and confinement of the SNR? 
How do they interact with clumpy environment? Can we developed a 
unified model for old systems?
What is the role of turbulence in PWNe? How does it relates with their 
emission properties? Is there distributed re-acceleration?
What is the origin of the radio emitting particles? Are the relic? Are they 
captured from evaporating filaments? Do they come from the PSR?
How good are PWNe at accelerating pairs? How good are they at 
confining them?
Can we use PWNe at various evolutionary stages to investigate the 
physics of the engine?
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